
“FAKE  REPUTATION”:  COME
MANIPOLARE  IL  PIU’  PREZIOSO
DEGLI  ASSETS  INTANGIBILI  DI
UN’ORGANIZZAZIONE

Il mondo della comunicazione e delle relazioni pubbliche è
scosso da scandali: admin ed editor “in vendita” disponibili a
manipolare schede su Wikipedia, agenzie pronte ad ingannare
gli algoritmi di Google per migliorare la reputazione dei loro
clienti, e altre disponibili ad infangare, a caro prezzo,
quella della concorrenza. Una mia analisi su questi scenari
che chiamano in causa l’etica della professione, e non solo
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In  futuro  batteremo  le
macchine intelligenti con il
pensiero ibrido ma non saremo
più homo sapiens

Secondo  il  noto  futurologo  Ray  Kurzweil  entro  pochi  anni
grazie alle nanotecnologie saremo in grado di collegarci alla
rete  con  il  pensiero  e  accedere  ad  una  neurocorteccia
sintetica  che  potenzierà  le  nostre  capacità  cognitive,
facendoci entrare in una nuova fase del processo evolutivo
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Il  francescano  padre  della
robo-etica:  “Il  metaverso?
Siamo fatti per le esperienze
incarnate”

La tecnologia si evolve in modo esponenziale, la capacità di
calcolo punta al quantico, l’interfaccia visiva è sempre più
verosimile. Si definiscono nuove vite promesse dal metaverso,
mentre  si  consolida  l’influenza  dei  social  media
sull’immaginario collettivo. Ma è l’intelligenza artificiale
che incombe su linee guida e visioni dei mercati planetari.
Potrà avere anche una sua etica? Guidata da chi e come?

Sicuramente l’angolatura di visuale filosofica e teologica del
padre della robo-etica Paolo Benanti, francescano del Terzo
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Ordine  Regolare  e  docente  alla  Pontificia  Università
Gregoriana,  può  aiutarci  a  capire  il  significato  etico  e
antropologico della transizione digitale. 

Affiancare l’etica alla tecnologia. Rendere il valore morale
assimilabile alle logiche digitali. Da dove si comincia per
raggiungere quale obiettivo?

Il  primo  passo  è  accettare  la  necessità  di  un’etica
all’interno del mondo tecnologico. Possiamo pensare che ogni
strumento sia neutrale e l’unica cosa nel quale risiede la
scelta etica sia il manicum, cioè quella parte dello strumento
che è connessa alla mano: un modo latino per dire che l’unica
questione etica è nel suo utilizzo, nel suo utilizzatore. La
storia recente, però, ci ha insegnato che non è così. Usciamo
da una pandemia in cui abbiamo preso il vaccino nell’ordine
stabilito da un portale web, cioè da un algoritmo informatico
che, in base a un suo criterio, ha detto chi andava prima e
chi  andava  dopo.  Allora  l’algor-etica  altro  non  è  che  il
tentativo di vivere questa tecnologizzazione della società in
modo non passivo ma attivo, definendo i valori fondanti della
società.

Creare un linguaggio universale? È concepibile un progetto
così imponente?

L’unico lato universale che perseguiamo è la libertà, quella
facoltà umana che consente di scegliere tra tante azioni le
diverse possibilità. Mediare tra il bene e il male e magari
definire  utilizzi  leciti  o  illeciti  della  tecnologia  è
diventato impellente. Una tecnologia di per sé è stupida – la
bomba atomica ha già rischiato di cancellarci dalla faccia
della  terra  -,  allora  come  creare  una  chiave  universale?
Questo desiderio di una macchina che non sia ingiusta, che non
faccia discriminazioni, è già presente. Renderlo possibile e
attuabile  non  è  più  un  discorso  di  universalità,  ma  di
tecnicalità:  come  tradurre  questi  principi  in  ricette  che
mandano avanti le macchine? Ecco la sfida dell’algor-etica su



come renderla computabile per le macchine.

ChatGPT consente alle persone e alle macchine di parlarsi e
interagire realmente. Può essere il punto di partenza?

Queste nuove frontiere dell’intelligenza artificiale sono in
grado di generare prodotti sintetici, cioè molto simili a
quello naturale, senza esserlo. Il diamante sintetico sarebbe
indistinguibile  da  quello  naturale  se  non  fosse  per  due
caratteristiche: non ha difetti al suo interno e per legge ha
inciso al laser un numero di serie. Tuttavia vale quanto un
diamante reale ed è in grado di ingannarci. La domanda è:
abbiamo il diritto a essere avvisati che chi interagisce con
noi è una macchina e non un essere umano? Soprattutto i più
fragili possono essere soggiogati da questi nuovi sistemi che
non si stancano mai e sono sempre più invasivi. Se poi si va
nella  sfera  politica  per  convincerci  o  nella  funzione  di
governo  per  controllarci,  ecco  che  entriamo  nei  peggiori
incubi  distopici  della  fantascienza.  Lo  strumento  è
potentissimo  e  per  questo  serve  un’etica  per  renderlo
compatibile  con  la  vita  che  vogliamo  vivere.

Dialogo umani-macchine: spesso dimentichiamo che la base di
partenza è solo una serie di numeri.

Le  macchine  non  hanno  una  coscienza,  auto-consapevolezza.
Quando l’intelligenza artificiale di Google Deep Mind, con il
suo prodigio AlphaGo, ha sconfitto il campione del mondo di
Go,  non  era  neanche  cosciente  di  giocare  una  partita,  ma
eseguiva calcoli in una maniera così complessa e continuata da
sembrare vivente. La macchina è semplicemente un’illusione, un
riflesso  di  quella  nostalgia  di  avere  altri  esseri
intelligenti  oltre  alla  specie  umana.  

Social Dilemma, il docufilm prodotto da Netflix, è esplicito:
pochissimi al mondo detengono il potere assoluto di controllo
anche e soprattutto attraverso i social media.

Ricordate lo sbarco sulla Luna nel 1968? Era frutto dello



sforzo  della  massima  potenza  mondiale.  Oggi  andiamo  nello
spazio grazie a una startup privata, la SpaceX di Elon Musk. I
prodigi della rete, le grandi aziende, i motori di ricerca non
sono più frutto di impegni governativi, ma espressione di
gruppi di potere. Lo stato è controllabile attraverso quel
meccanismo fragile e delicato, che però funziona, chiamato
democrazia. Le imprese, invece, hanno un’unica grande legge:
portare profitto alla fine del ciclo finanziario. Di per sé
non  è  un  male,  ma  a  volte  il  profitto  può  non  essere
compatibile con il bene comune. Allora la sfida è non perdere
nulla  dei  grandi  vantaggi  che  queste  tecnologie  danno  al
genere umano e nello stesso tempo rimanere all’interno di
strade ben definite, con tanto di guardrail che – mi si passi
la metafora – ci aiutino a non uscire dalla carreggiata.

Quale  autorità  può  controllare  i  controllori  del  nostro
immaginario collettivo? E come?

Ci sono varie strade. Quella statunitense dice che il mercato
si autoregola e vince il più forte e il migliore. Quella
cinese prevede uno stato accentratore che ritiene di sapere
qual è il bene di ciascuno e ne dispone con regole precise.
Quella  europea  ha  scelto  la  via  della  protezione  del
consumatore,  della  regolamentazione,  della  governance.  La
nostra è forse la più lenta, perché richiede la formazione di
una coscienza comune orientata al bene condiviso. È però in
grado di mediare i vantaggi del mercato, riaffermando che
nessuno deve essere sopra la legge. Non so se ci riusciremo,
ma sono fiducioso sul fatto che questo sforzo culturale e di
regolamentazione  possa  garantirci  quantomeno  un  modello  di
intelligenza artificiale e di robotica molto diverso rispetto
alle altre nazioni.

Ammesso che il metaverso possa diventare il luogo dove vivere
nuove vite, sarà più facile stabilire e rispettare regole?

La prima volta che, in una caverna, un membro della nostra
specie ha preso in mano una clava, l’ha usata per aprire più



noci di cocco o più teste dei nemici? Entrambe, probabilmente.
Affermare che la tecnologia non può avere un uso negativo è
voler ignorare la storia del genere umano. Metaverso non è
esattamente  quello  che  sogna  Zuckerberg  con  Meta,  ma  una
disposizione dei dati che produciamo in una maniera che simula
la realtà in 3D con possibili sviluppi e tanti utilizzi. Ma
può essere trasformata facilmente in un’arma molto potente. Il
futuro è ambiguo e promettente nello stesso tempo. Non penso
tuttavia che si possa parlare di esistenze digitali perché
siamo fatti per vivere esperienze incarnate, non per vivere
come  copie.  Fatemi  fare  un  po’  il  filosofo:  Platone
nella Repubblica ci dice che la vera conoscenza, e quindi la
felicità  dell’uomo,  accade  non  quando  si  guarda  l’ombra
proiettata sulla caverna, ma quando ci si gira, si esce e si
vede  la  realtà.  Ecco,  il  metaverso  rischia  di  essere  una
grande proiezione della realtà sul fondo della caverna. Ormai
sappiamo  bene  che  tutti  i  sistemi  che  ci  hanno  voluto
inchiodare in fondo alla caverna hanno prodotto sofferenze e
non ci hanno reso felici.  

I segreti di Eliminalia, la
“lavanderia”  della
reputazione online
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Altera il posizionamento online di contenuti negativi per i
propri clienti, al prezzo di migliaia di euro. Il diritto
all’oblio ha i suoi requisiti, li ignora: tra i clienti ci
sono condannati per crimini gravi

Un  anniversario  che  parla
alla  tecnologia:  perché
Giordano  Bruno  ci  aiuta  a
ridisegnare  le  intelligenze
artificiali?
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La  proposta  è  quella  di  lavorare  ad  un  istituto  di  alta
formazione del pensiero Bruniano sui linguaggi ipertestuali e
le memorie artificiali da intitolarsi ad Aldo Masullo.


